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Abstract: Till now so many algorithms have been developed for providing recommendations. The Recommendation 

algorithms effectiveness is directly affected by the user’s ratings. In general, more user ratings imply better 

recommendation we can serve. But usually, we have very sparse user ratings in the actual environment and hence directly 

affect the quality of recommendation. 

In this paper, we will show how to handle cold start problem in news recommender system using synonyms of a topic.  

And finally we will show how ratings generated by synonyms gave better recommendations and at the same time, it 

effectively resolved the cold-start problem. We present an algorithm to solve the sparse rating problem and then use that 

algorithm to test on Reuter’s data set and achieve precession of 63%, recall of 46%. The system was also able to rate items 

with zero ratings.  

 

Keywords: Cold-start; First Rater problem; Recommender System; Hybrid Recommender system; News Recommender 
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Introduction 

 Recommendation is a process by which a set of items are recommended to a user which he 

may consume (read, buyetc. depends on the item being recommended). Software which implements 

this process is called Recommender System (RS). Recommender systems play a vital role in many 

present-day systems like e-commerce, Blogs, News websites and many more. Recommendations are 

generated by processing large amount of information so that the recommended items best 

matchesusers’ preferences and inturn improve conversion rate. 

 In general recommender systems are categorized into two broad categories Collaborative 

Filtering (CF) and Content-Based Filtering (CB) based on how they calculate rating. CF 

recommender systems are based on the ratings given by users who have similar taste and preferences 

while as CB recommender systems are based on the content/feature similarity of an item with respect 

to other items which user has consumed in the past. It is believed that CF gives usually better results 

as compared to CB but it suffers from Cold-Start (CS) problem. Cold-start problem occurs when the 

user is interacting with the system for the first time and has no previous ratings for any item. Success 

of CF recommender systems is wholly and solely zahidcomp@gmail.com 

*Zahid Maqbool 

 



        
 

 

 
Vol. (1) No. (1) March 2018 

           JK Research Journal in Mathematics and Computer Sciences 

 

133  

 

 dependent on the amount of rating information available. CB doesn't get affected by CS but it suffers 

from overspecialization which means items that have high similarity score to those already rated will 

be recommended to the user. Apart from overspecialization it also gets affected by limited content 

analysis which means item details are not sufficient enough to find similarity with other items. 

 In addition to CF and CB recommender systems another type of recommendation system 

called Hybrid Recommendation system, which combines the advantages of CF and CB and reduces 

their limitations. Hybrid recommender systems are composed of basic recommender systems like 

Content-Based, Collaborative Filtering, and Demographic recommender systems. The main problem 

with basic recommender systems are Cold-Start (in CB, CF and demographic) and Stability/plasticity 

problems (where it is hard to change user’s established profile i.e. user may want to check items 

which are different from its preference trend). [27, 31, 32] 

Related Work  

 In collaborative filtering (CF), user ratings are used to generate recommendations for any user. 

It works by taking into consideration the taste of other users called neighbours. CF has been 

extensively studied and tested on movie domain [9, 25] but same methodology can be applied to a 

number of other domains as well, e.g. books [29], music [26, 31], jokes [8], news, newsgroups [13, 

17], advertisements, and more. CF algorithms vary from basic “memory-based” methods [23, 25]  to 

more advanced model-based methods in which we first train a model for example, a Bayesian 

network [6], a classifier [5, 18], a co-clustered matrix [27], or a truncated singular value 

decomposition matrix [5] based on some historical data, and then use this trained model to generate 

recommendations. So Many CF algorithms have been devised and tested, which includes machine 

learning (ML) methods [5, 22], graph-based methods [12], linear algebra based methods [5, 8], and 

probabilistic methods [11, 19, 20]. In addition to CF, many hybrid methods which combine Content-

Based (CB) and CF techniques have also been proposed [9, 20, 33, 34], these systems are very 

productive when user ratings are sparse, for example in cold-start situations. Also, CF methods cannot 

be used at all if user has not rated any item, in such cases CB methods or hybrid CB/CF methods are 

required. We base our methodology for solving the cold-start problem by using a topic dictionary and 

use that for generating recommendations. This Topic Dictionary is created and updated periodically 

by using MALLET. We have devised a novel algorithm namely MUPhi for solving Cold-start 



        
 

 

 
Vol. (1) No. (1) March 2018 

           JK Research Journal in Mathematics and Computer Sciences 

 

134  

 

problem using Hybrid System and after evaluation our algorithm showed significant improvement in 

handling Cold-start problem 

Methodology 

 When a user is searching for some news item for the first time, its rating is zero. First Rater 

Problem (a.k.a Sparse Rating or Cold start) reduces the performance of a Recommendation System as 

items with zero rating; recommendation system cannot recommend any item to the user. So in order 

to address this issue, a Hybrid approach is proposed that uses both the techniques, content-based and 

collaborative. 

Method  

Our approach comprises of following components: 

1. Topic Analyzer. 

2. Thesaurus Generator 

3. Topic Indexer. 

4. Rater 

Recommender Engine 

1. Topic Analyzer: Topic Analyzer works by using a topic modelling tool, MALLET;we have 

chosen Latent Dirchlet allocation (LDA) as our topic model. We provide a set of documents 

and it returns a set of topics for each document according to the probability distribution of the 

topics and then we select top N’ topics based on the probability score.  

2. Thesaurus Generator:  For each topic from Topic list generated by Topic Analyzer; find all 

its synonyms.  Synonyms are generated using publicly available WordNet Lexicon. 

3. Topic Indexer: Topic Indexer will index all the topics and their respective documents in a 

linked-list like structure. 

4. Rater: Rater is used forrating the documents. Ratings will be used for generating 

recommendation using Collaborative Filtering approach. 
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Recommender Engine: Recommender Engine typically produces a list of recommendations either 

through collaborative or content-based filtering based on the presence of topic in Index. Collaborative 

filtering approaches to build a model from user's past behaviour’s (i.e. User Profile) as well as similar 

decisions made by other users and use that model to predict news items that the user may have an 

interest in. If the user is reading a news item on a topic which is not present in the existing Index then 

content-based filtering approach will utilize a list of extracted topics and its synonyms for 

recommending new news items. These approaches are often combined called hybrid Recommender 

Systems. 

Algorithm  

The algorithm works in the following manner: 

 

Algorithm 1 procedure My 

Procedure 

u ← current user 

d ← document read by 

user d 

ifuser(u) = Returning 

user then 

loop: 

Load User Profile 

UP. 

Apply Collaborative 

Filtering CF return 

recommended documents. 

Update UP 

gotoloop. 

close; 

else 

T = LDA(d) 

for Each topic t in T do 

ift belongs to T then 

returndocList 

 

Else TS = TS + 

synonym(t). 

for Each s in TS do  if 

s belongs to Ithen 

(t, d, p) :=> 

Indexer(I) 

returndocList 

UP <=: 

UP(d, 1) 

end 

 

 

Description of Algorithm 

STEP 1: First time a user logs in; it is identified whether it is a new user or returning user. If it is 

Returning user then its corresponding user profile is loaded and recommendations are 

generated using CF. If it is a new user then the document selected by the user is provided to 

topic modeller (Latent Dirchlet Allocation) which extracts most relevant topics from this 

document(say,T). Also, an entry is added in the user profile with rating score as 1 for the 

current document. 

STEP 2: Topic T and document D is passed to Indexer for indexing purpose. Which means for each 

Topic t in T, there will be an entry in the index? 
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STEP 3: While generating are commendation for the current document, we search index for the topic 

to which this document belongs. If a match is found in the index then we recommend 

documents otherwise we first find synonyms of extracted topics of this document. After that 

index is searched for each synonym. If any match is found then alist of documents based on 

probability score is served as are commendation. 

STEP 4: If a document is read by the user then User profile is accordingly updated by entering an 

entry for the current document and its score i.e. 1. 

Above steps are diagrammatically shown in figures 1, 2, 3, and 4.  

Implementation 

We used Reuter Dataset for evaluation purpose, it contains news articles collected from various 

sources. This dataset comprises of 10,768 documents out of which we used 7,769 documents for 

training purpose and remaining 3,019 documents for testing purpose. 

Working of the system can be diagrammatically shown as under:  

Functioning  

 Topic Analyzer extracts topics from the document and stores it in a Database (MongoDB).  

 User Profile of current user is supplied to Recommendation System in order to generate 

recommendations. 

 If the user is returning user then Recommendation Algorithm will use User Profile information 

for generating recommendation using Collaborative Filtering.  

 If the user is coming for the first time then there will be no User Profile for this user. So, RS 

will extract topics from the document which user is currently reading and then it scans the 

existing index for these topics and using Content-Based approach it will fetch documents from 

the existing index and will serve them as arecommendation. 

 If no such index is found then system use WordNet lexicon for finding synonyms of the 

current topic and using those synonyms index will be scanned again and once a match is 

detected then recommendations are generated. 

 With each User action, RS will keep updating User Profile based on the user’s interaction with 
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the system. Also, RS will incorporate ratings for the new topics as long as the user reads that 

article. 

 It will find out log likelihood similarity and user neighborhood and return back recommended 

topic and documents associated with the topic to the user based on these calculations. 

 Finally using CF. CB and Topic Synonyms in a systematic approach as discussed above, cold 

start problem is handled in a very effective manner. 

Evaluation 

To demonstrate that our recommendation method works, we tested devised system with Reuter’s 

dataset. The dataset consists of 10,788 documents out of which 7769 were used for training purpose 

and rest used for testing purpose. Based on whether the user has read an article or not we used binary 

rating to represent it. Thus ratings will be 0 or 1. We have used a hybrid approach which helps to 

solve first ratter problems of both content-based filtering and collaborative filtering recommendation 

systems. The system works by exploiting the topic of the document as fine-grained approach for the 

recommendation. The system performs excellently for the test data and shows improvement over the 

baseline accuracy. 

 

Results 

 For our experiment, we have taken 25 users. Entries of all these users are done in the table and 

then we have calculated recommendation for any of these users. Precision obtained for our system is 

63.18. Recall obtained for our system is 35.29. F-Measure for our system is 45.28.For the system 

highest precision achieved is 100% and lowest precision achieved is 44.4 % for 25 users. Even for a 

new user with rating zero this system performs well and provides are commendation to that user as 

well. 

The results are graphically shown by following: 

Conclusion and Future Work 

 Recommender systems are an extremely potent tool utilized to assist the selection process 

easier for users. Not surprisingly, these systems, while used mainly in the e-commerce shopping 

world, can also be applied in myriad contexts as well. We developed a sophisticated model which will 
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handle the Sparse Rating problem of collaborative filtering approach using a hybrid recommender 

system and enhance the quality of recommendations. This hybrid recommender system is designed 

and implemented to handle solve Cold start problem associated with collaborative filtering in a much-

sophisticated way. 

In Future work, we would like to extend it further by using demographic and time series 

information for providing more user-centric recommendations and also utilizing timestamp of news 

article while calculating finale relevance score. This will further improve the quality of recommended 

items and will further tackle new item problem as well. 
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Fig. 1. Overall System Flow Chart 

 

 

Fig. 2. Dictionary Building 

 

Fig. 3. Content Filtering 
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Fig. 4. Collaborative Filtering 

 

 

Fig. 5. Precision Vs Recall 

 

                


